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Introduction. Consumer-grade depth cameras (e.g., Microsoft Azure Kinect, Intel
RealSense) provide affordable 3d tracking, but they suffer from systematic depth
distortions, particularly near edges and at longer ranges. Inaccurate depth results in
errors in biomechanical measurements (joint angles, segment lengths),
compromising both clinical gait analysis and ergonomic assessments. We can
derive a physics-informed correction model that generalizes across the camera’s
workspace by utilizing a simple, controlled mechanical rig with known geometry.

Problem Statement

1. Geometric distortion: Depth error often varies nonlinearly with distance,
incident angle, and pixel location.

2. Existing calibration: Standard chessboard or sphere-based calibrations
correct intrinsic parameters but do not address per-pixel depth bias under
real-world motion.

3. Goal: Develop a calibration procedure that uses known rigid-body
motions to fit a corrective mapping d, = f(d,, u,v), where (u,v)are
image coordinates.

Proposed Approach

Mechanical calibration rig: A precision bar of length L-end markers tracked
optically (e.g., reflective spheres). The bar is rotated through a set of known angles
and translated along known axes.

Data collection: Record synchronized depth frames and marker positions from a
motion-capture system (ground truth).

Error modeling: For each pixel along the bar’s projection, compute measured depth
Fit a basis-function model:

d, = ag + a;d,, + ayud,, + azvd,, + a,d?,, + ---, where coefficients
a; capture spatially varying depth bias.

We seek a mapping d; = f(d,, u,v), where d,, is measured depth in
meters, u, v are pixel coordinates, d; is true depth in meters, obtained from motion-
capture ground truth [2]. To obtain mapping we use multivariate polynomialof total
degree p[l]. For example, with p=2 we include all terms
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{1, (dm,)u, v,d?,,, u?,v?, dyu, d,v,uv}. In general, the number of basis functions
p+3)!
3ip!

For each calibration frame and for each pixel along the known bar

projection we get one sample(d,(,?, ub, v") with true depth dgi). To normalize
depths, we subtract the mean divide by the working range span Ad. Now in design
matrix X, each row i contains X; ; = ¢; (d,(,il),u(i), v'), where ¢; is monomial [3].
To find coefficient vector a = [a, a; _]", we use the least squares method
ming||Xa — d,||>. We use ridge regressionto prevent overfitting-especially at
higher p, we add a penaltyming||Xa — d.||?> — A||a||?. A is chosen via leave-one-
out or k-fold cross-validation on calibration set.
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KAJIIBPYBAHHSA KAMEPIJIMBUHNU HA OCHOBI MEXAHIKH JIJIA
TPUBUMIPHOI'O 3AXOIUIEHHA PYXY

Kamepuenubunu cnooicusuozo piensi (nanpuknao, Microsoft Azure Kinect, IntelRealSense)
3abe3neyyiomsv Odocmynue 3D-giocmedicenns, ane cmpaxcoaoms 6i0 CUCMEMATNUYHUX
cnomeopeHs 2nubunu, 0cooaugo bina Kpaie kaopy ma Ha eenuxux eiocmausax. Henpasunvue
BUSHAUEHHs. 2IUOUHU NPU3BOOUNMb 00 HOMULOK Y OIOMEXAHIYHUX SUMIDIOBAHHAX (Kymie
cyenobis, 00B8IHCUH Ce2MeHMIB), WO NOIPULYE AK KIIHIYHUL AHANI3 X00U, MAK i epeOHOMIUHI
oyinku. Bukxopucmogyiouu npocmuil KOHMPOAbOBAHUU MEXAHIYHULL CMeHO i3 8i00MOI0
2eomempiero, MOJCHA noOydysamu iz3uuHo 0OTPYHMOBAHY MOOeNb KOPeKyil, aKka KopeKmye
CNOmMBOpeHHs NO CbOMY pOOOUOMY NPOCMOPY KaMmepi.
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